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L1 Preliminary Fluxes (AMF_USTWT_YYYY_L1_WG_V001.csv)
Data for 2009-2011 was resubmitted since the in-house Matlab code was re-written to compute a variable time lag (i.e. computed for each 30 min block average) rather than using a static time lag defined by the user as was done previously.  This largely affects methane fluxes since prior to 2012 January 18, methane concentrations were used using a closed-path methane sensor.
Prior to 2012 January 18, methane concentrations were measured using a closed-path methane analyzer (either a Los Gatos Research Fast Greenhouse Gas Analyzer or a Los Gatos Research Fast Methane Analyzer depending on the time period).  After 2012 January 18, methane concentrations were measured using an open-path analyzer (LI-7700).  Fluctuations in CO2 and H2O concentrations were measured with an open-path IRGA (LI-7500). 
Prior to 2013 July 27, raw flux data were collected at 10 Hz. Beginning 2013 July 27 and continuing to present, raw data were collected at 20 Hz. All processing is done using in-house Matlab code. Raw 10/20 Hz data is filtered for spikes and range checks before flux calculation. Level 1 preliminary fluxes and supporting meteorological data are calculated as 30-minute block averages with the time stamp at the end of the block. Fluxes are WPL (1980) corrected, including the modified WPL correction for the LICOR 7700 analyzer (FCH4) that accounts for spectral broadening in the instrument. Fluxes are not corrected for storage or high frequency attenuation (cospectral correction). Our empirical analysis of high frequency flux attenuation indicates that this correction is approximately 5% for both FCO2 and FCH4 when open-path sensors were used, well below the analytical correction. Therefore, we choose not to apply a correction for fluxes calculated using open-path sensors.  However, significantly higher high frequency flux attenuation was observed for FCH4 when the closed-path system was in operation.  However, in L1 Preliminary Fluxes, no corrections were applied to FCH4 (corrections were applied to L1 Finalized, Gap-filled Fluxes as described below).
The QCFLAG_X column in the data output, where X indicates the flux variable, is an all-in-one quality flag indicator. A value of 1 indicates that the fluxes are suspect due to missing raw data, range check, variance check, low friction velocity, poor sensor diagnostic value, poor stationarity, and excessive vertical coordinate rotation angle of the sonic. Aside from missing raw data, suspect fluxes are retained at this stage of output.
L1 Finalized, Gap-filled Fluxes (AMF_USTW1_YYYY_L1_GF_V001.csv)
At this output stage, suspect fluxes identified in L1 preliminary fluxes are removed and filled with values obtained from the neural network gap-filling procedure (described below). The GAP_X column in the data output, where X indicates the flux variable, indicates whether the corresponding flux value has been gap filled (1 = gap filled). FCO2 fluxes at this stage are also partitioned into gross photosynthesis and respiration.



For the closed-path CH4 measurements, we used a procedure similar to the one outlined in Aubinet et al. (1999) and Humphreys (2004) to develop transfer functions (TF) using the ratio of the co-spectrum for sensible heat to the co-spectrum for CH4 in order to quantify the high frequency flux losses resulting from sensor separation and attenuation of fluctuations of  (CH4 mixing ratio) down the sampling tube.  By developing a relationship between TF correction factors (i.e. the ratio of  to  degraded by the TFs; Aubinet et al. (1999)) and wind speed (u), the variable effects of high frequency flux loss on CH4 fluxes could be accounted for.  Again, no high frequency corrections were applied to fluxes measured using open-path sensors since correction factors were less than 5%, which is well within the accuracy of an individual flux measurement.
To gap-fill fluxes, we use an artificial neural network approach optimized for both representativeness and generalizability. To facilitate representativeness, explanatory data are divided into 8-15 natural data clusters via the k-means method. Data used to train, test, and validate the ANN are proportionately sampled from these clusters so that the resultant ANN is not biased toward conditions that have better flux data coverage. To facilitate generalizability of the ANN, several architectures of increasing complexity are tested. Each architecture is initialized ten times with random starting weights, and the initialization resulting in the lowest MSE is used. The simplest architecture for which further increases in complexity result in less than a 5% reduction in MSE is chosen and the prediction is saved. This procedure is repeated with twenty resamplings of the data. The median prediction is used to fill each gap.
Explanatory variables used to gap-fill flux variables are listed in Table 1 below. FCO2 is gap-filled separately for daytime and night-time data. The ANN predictions resulting from the night-time gap-filling are used to model ER for all periods (daytime and night-time). GPP is then calculated as the difference between the gap-filled FCO2 time series and modeled ER (GPP = FCO2 – ER). 
NOTE: In 2009 FCH4 was not gap-filled since the gap-filling routine performed poorly due to limited FCH4 flux measurements that year. 

Table 1. Variables used in the ANN gap-filling procedure
	Flux
	H
	LE
	FCO2 Day
	FCO2 Night
	FCH4

	Gap-filling variables
	TA
RNET
VPD
Water table depth
Season (sin & cos functions)
Decimal day since site inception

	TA
RNET
PAR
VPD
Water table depth
Season (sin & cos functions)
Decimal day since site inception

	TA
PAR
VPD
USTAR
Water table depth
Season (sin & cos functions)
Decimal day since site inception

	TA
VPD
USTAR
Water table depth
Season (sin & cos functions)
Decimal day since site inception

	TA
PAR
VPD
PA
USTAR
Water table depth
Season (sin & cos functions)
Decimal day since site inception



Table 2. Sensor location and height/depth.
	
	Location

	
	38.10867, -121.653a
	38.10555, -121.6521a

	Sensor
	Model
	Height/Depth
	Height/Depth

	Sonic anemometer 
	Gill WindMaster or WindMaster Pro
	3.22 m at middle of path
& 30cm S of the LGR inlet & 23cm S of the LI-7500
	3.05 m at middle of path

	Open-path IRGA
	LI-COR LI-7500
	3.22 m at middle of path
	3.05 m at middle of path

	Closed-path TDL
	LGR FMAb
LGR FGGAc
	3.10 m 
3.10 m 
	3.0 m 
3.0 m 

	Open-path CH4 analyzer
	LI-COR LI-7700d
	3.22 m at middle of path
	N/A

	Temperature & RH
	Vaisala HMP45C
	2.80 m
	2.70 m

	PAR Up and Down
	Kipp and Zonen 
PAR-LITE or PQS 1
	2.45 m
	2.34 m

	Net radiation
	Kipp and Zonen 
NR Lite
	2.45 m
	2.34 m

	Rain gauge
	Texas Electronics TE252MM
	[bookmark: _GoBack]1 m
	1 m

	Pressure transducer
	Campbell Scientific
CS450
	
	

	Ground heat flux
	Huskeflux Thermal Sensors 
HFP01 and HFP01SC 
	3 replicates at -1 cm
	3 replicates at -1 cm

	Soil temperature
	copper constantan thermocouples
	3 replicates at -2, -4, -8, -16, and -32 m
	3 replicates at -2, -4, -8, -16, and -32 m


aThe location of the tower moved once throughout the study; from April 3, 2009 to July 21, 2009 and November 18, 2010 to present the tower was located closer to the northeastern portion of the field (38.10867, 121.653) and from July 22, 2009 to November 17, 2010 it was located 30 m to the south closer to the southeastern portion of the field (38.10555, -121.6521).
bPresent August 17, 2010 to January 17, 2012
cPresent August 6, 2009 to August 17, 2010
dPresent January 17, 2012 to present
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